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Abstract—Stencil computations are at the core of various Computational Fluid Dynamics (CFD) applications and have been well-studied for several decades. Typically they’re highly memory-bound and as a result, numerous tiling algorithms have been proposed to improve its performance. Although efficient, most of these algorithms are designed for single iteration spaces on shared-memory machines. However, in CFD, we are confronted with multi-block structured grids composed of multiple connected iteration spaces distributed across many nodes.

In this paper, we propose a pipelined stencil algorithm called Pencil for distributed memory machines that applies to practical CFD problems that span multiple iteration spaces. Based on an in-depth analysis of cache tiling on a single node, we first identify both the optimal combination of MPI and OpenMP for temporal tiling and the best tiling approach, which outperforms the state-of-the-art automatic parallelization tool Pluto by up to 1.92×. Then, we adopt DeepHalo to decouple the multiple connected iteration spaces so that temporal tiling can be applied to each space. Finally, we achieve overlap by pipelining the computation and communication without sacrificing the advantage from temporal cache tiling. Pencil is evaluated using 4 stencils across 6 numerical schemes on two distributed memory machines with Omni-Path and InfiniBand networks. On the Omni-Path system, Pencil exhibits outstanding weak and strong scalability for up to 128 nodes and outperforms MPI+OpenMP funneled with space tiling by 1.33-3.41× on a multi-block grid with 32 nodes.

Index Terms—Computational fluid dynamics, stencils, multiple connected iteration spaces, cache tiling, pipelining, distributed-memory machines

I. INTRODUCTION

Stencils are the dominant computational pattern in Computational Fluid Dynamics (CFD) using structured grids. A stencil is characterized by a regular shape formed by a grid cell to update and its data-dependent neighboring cells. Figure 1 shows three different stencil shapes in a 2D structured grid, where the update of the blue cell cell itself is on its pink neighbors. We define the radius of a stencil as the largest distance between the cell to update and its dependent neighbors. In stencil computations, the number of floating-point operations (flops) and DRAM I/O are proportional to the grid size. As a result, stencils are notorious for being memory-bound on modern architectures with high machine balance. Cache tiling, specifically temporal tiling with polyhedral techniques is an effective optimization for memory-bound applications. Temporal tiling views the iterations traversing spatial dimensions and the iterations in time as a single iteration space and decomposes this space into polyhedral tiles. The fused iterations can significantly improve cache reuse and performance. Several temporal tiling algorithms have been proposed in literature such as overlapped tiling [1]–[4], trapezoidal tiling [5], [6], diamond tiling [7]–[10], and tessellating tiling [11], [12]. A detailed summary of the state-of-the-art tiling algorithms can be found in [13], [14]. Tilings can also be applied via automatic parallelization tools like Pluto [15], [16] and domain-specific compilers like Pochoir [17], PolyMage[18], and Halide [19]. Nonetheless, the above tiling algorithms and tools are aimed at stencil computations on shared-memory machines and, more strictly, in a single iteration space.

Structured grids are organized into blocks (i.e. rectangular shapes in spatial dimensions). Typically, structured grids for complex geometries such as an aircraft or turbo-machinery contain on the order of 100’s of blocks [20]. In such multi-block grids, each block with the iterations in time forms an iteration space. The iteration spaces have dependencies where the blocks are connected. Therefore, in real CFD applications, we are confronted with multiple connected iteration spaces. On distributed systems, a multi-block grid is partitioned into sub-blocks and distributed across multiple nodes. Therefore, processors have to communicate to exchange data (called halo layers as thick as the stencil radius) at the blocks’ boundaries that are connected. This halo exchange happens after each computation step in iterative stencil applications. To the best of our knowledge, none of the above state-of-the-art tiling algorithms and tools apply to multiple connected iteration spaces on distributed memory machines.

The halo exchange in distributed stencil computations is most commonly implemented using the Message Passing Interface (MPI), based on which two parallel models are widely used – flat MPI and MPI+threads. In flat MPI, the halo exchange happens not only among cores on different
nodes (inter-node) but also cores on the same node (intra-node). Presumably, MPI+threads should outperform flat MPI because threads can avoid intra-node communication by accessing shared memory. Among the available thread packages, MPI+OpenMP is the most popular combination for OpenMP’s simplicity and wide support from compilers. Prior works have compared MPI+OpenMP against flat MPI [21]–[26] and we refer readers to [27] for a comprehensive summary. We have no intention to make another comparison except to highlight that most studies overlook the single-node case.

In this paper, we are interested in optimizing communication at the user-level i.e. without modifying MPI or the underlying network software. One approach is to combine halo layers for several iterations together to reduce the number of communications at the expense of redundant computation. This optimization proposed at least as early as [28] has been widely used under different names such as overlap area [29], ghost cell expansion [30], and deep halo [31]. Although improvements have been found in some studies [30], [32], the effectiveness of this technique highly depends on the network.

A more important optimization is to overlap communication with computation. MPI implements non-blocking routines for this purpose. However, as discovered by several studies [33]–[36], simply inserting computation between non-blocking send/receive (put/get) and wait routines (window fences) does not result in an overlap. The MPI standard [37] does not specify that communication can progress outside MPI functions. So the actual communication is likely to congest in the MPI_Wait calls. There are two remedies. The first is to dedicate one thread or one core to communication [33], [34], [38]–[41]. Alternatively, one can repeatedly poll MPI_Test to urge the network to make progress, which has been proven effective by various studies and applications [35], [42]–[44]. Both methods need the computation to be divided into communication-dependent and independent parts. Such division should not forfeit the benefit from temporal tiling. However, state-of-the-art overlap algorithms that work with cache tiling [42], [45] are still restricted to a single iteration space.

In this paper, we present a distributed stencil algorithm called Pencil that extends polyhedral temporal tiling to multiple connected iteration spaces and further hides communication using pipelining. To that end, this paper makes the following contributions.

- We identify an optimal decomposition of MPI ranks and OpenMP threads for hybrid temporal tiling on a single node. This hybrid tiling is evaluated on 4 distinct stencils with 6 numerical schemes solving the well-studied 3D Poisson equation using weighted Jacobi (on star and box stencils) to 3D Burgers equation (on a staggered stencil) which is more complex and has received far less attention. It achieves 1.09 – 3.29× speedup over OpenMP with space tiling and outperforms Pluto [15], [16] by up to 1.92× (Section IV-A).
- We exploit DeepHalo for distributed stencils not to decrease communication but to enable temporal tiling for multi-block grids that span multiple connected iteration spaces (Section II-C).
- We propose a fine-grained pipeline algorithm, Pencil to overlap communication with computation that retains the benefit of temporal cache tiling (Section II-C). When combined with hybrid tiling, Pencil demonstrates 1.39 – 2.77× and 1.27 – 3.36× speedups over the best case between flat MPI and MPI+OpenMP using space tiling on two distributed memory machines with Omni-Path and InfiniBand networks respectively (Section IV-C). Moreover, Pencil exhibits excellent weak scaling and near-linear strong scaling on 16-128 nodes (Section IV-D).
- Finally, we apply Pencil to a multi-block grid with multiple connected iteration spaces and show 1.33 – 3.41× speedup over MPI+OpenMP Funneled with space tiling (Section IV-E).

II. METHODOLOGY

In this section, we first discuss how the choice of the programming model impacts the single-node performance of stencil computations. Then, we present spatial and temporal tiling optimizations and a novel pipelined distributed stencil algorithm that combines the advantages of popular and well-studied tiling optimizations to target multiple connected iteration spaces.

A. Distributed Stencils

The classical distributed stencil computation follows Algorithm 1, where communication is performed at each iteration \( t \) to exchange the halos of grid blocks between processes with data dependence. The iterative algorithm executes for \( n \text{Iter} \) steps until the user-defined convergence constraints are satisfied. Instead of using MPI datatypes to define the halos as several sub-arrays, we pack and unpack the halos explicitly to a 1D buffer which creates opportunities for data locality optimizations.

Algorithm 1: Classical distributed iterative stencil algorithm

\[
\text{for } t = 1 \rightarrow n \text{Iter} \text{ do}
\]
\[
\begin{align*}
&\text{compute( )} \\
&\text{pack_halo_to_buffer( )} \\
&\text{exchange_halo( )} \\
&\text{unpack_buffer_to_halo( )}
\end{align*}
\]

B. Programming Models

The two popular choices for implementing Algorithm 1 is the traditional flat MPI model (also known as MPI everywhere) and a hybrid model using MPI+threads.

- Flat MPI. Each process is mapped to a core and its communication consists of both intra- and inter-node communications. Intra-node communication is optimized using MPI shared memory [46].
- MPI+threads. Typically, one MPI process is assigned to a node or socket with one thread per core. We choose the MPI_THREAD_FUNNELED mode where each MPI
process launches multiple threads but only one thread is
responsible for calling MPI communication routines.\footnote{MPI_THREAD_MULTIPLE is also frequently referred to in literature which allows each thread to call MPI communication routines concurrently. However, current MPI implementations only create a single network endpoint per process which serializes the threads’ communication \cite{47}. Therefore, it is not expected to perform better than MPI_THREAD_FUNNELED on state-of-the-art MPI implementations.}

On a single node, the stencil computation using flat MPI follows the same workflow as the distributed Algorithm 1, where intra-node communication is necessary for halo exchange. This need vanishes with threads since all threads have shared access to the data on node. This leads to the common intuition that threads should outperform flat MPI on a single node.

It is, however, non-trivial to realize this intuition in practice due to memory arrangement and synchronization as we show in Section IV-A. With flat MPI, each process allocates its own data. A process looping over the space following $i \to j \to k$ with $i$ being the least rapidly changing dimension and $k$ the most rapidly changing dimension naturally accesses contiguous data in memory, which is preferred for both prefetching and vectorization. With threads, the data is allocated as a single array and each thread gets its own share of the loop $i \to j \to k$. To emulate the streaming memory access of MPI, only the $i$ dimension or collapsed dimensions (for instance, with OpenMP collapse clause) is distributed among threads. Figure 2 shows an example with a domain of size $2 \times N_j \times N_k$ distributed among 2 processes (P0, P1) versus 2 threads (T0, T1). Each thread has a $j-k$ face that is twice that of a process. In stencil computations, the update of each $j-k$ plane benefits from several previously accessed planes remaining in cache to increase locality. As a result, the large $j-k$ plane in threads makes it easier to spill out of cache compared to flat MPI.

Moreover,\footnote{We will assume OpenMP threads for the rest of this paper.} and processes have different synchronization patterns. Using OpenMP requires a global barrier at the end of each computation iteration to avoid data race. Flat MPI has no such safety guards and processes only wait for their data-dependent neighbors in communication completion routines like MPI_Waitall. In Algorithm 1, the computation fetches much more data than packing and exchanging halos. An OpenMP barrier forces all the threads to compute synchronously and therefore competes for memory bandwidth. On the other hand, in MPI, some processes can get a larger share of the available bandwidth at any time while other processes are packing or exchanging halos. As a result, computation using OpenMP suffers a severe memory congestion compared to MPI. On modern architectures, due to the disproportionate increase in the number of cores compared to other on-node resources, memory bandwidth is typically saturated with only a fraction of the cores. In our experiments on 18-cores of Intel Broadwell and 20-cores of Gold processors, we observe that the socket’s bandwidth is saturated by just 4 and 10 cores respectively. In Section IV-A, we demonstrate the impact of memory allocation and bandwidth competition on MPI and OpenMP’s performance on a single-node which suggests the optimal model selection.

C. Stencil Optimizations

\quad a) Cache Tiling: In stencil computations, updating a $j-k$ plane at $i$ depends on data from previously visited $i-1, \ldots ,i-r_s$ planes, where $r_s$ denotes the stencil radius. Blocking the computation of a range $j0-j1$ in the $j^\text{th}$ dimension can help retain the data of space $[i-r_s, i] \times [j0, j1] \times [0, N_k]$ in L3 cache provided the range is carefully chosen. This is referred to as space tiling. Here we denote $[j0, j1] \times [0, N_k]$ as a patch of the $j-k$ plane. A patch always spans the entire dimension of $k$ for efficient prefetching and vectorization. Although space tiling improves locality, all the data are still read from and written to DRAM at every iteration. Therefore, tiling in space alone is not sufficient for highly memory-bound stencils. To further improve performance, several studies have considered tiling in both space and time where the latter is commonly referred to as temporal tiling.

The idea of temporal tiling is to fuse multiple iterations of a patch while it still resides in cache. An efficient way to implement temporal tiling for stencils is to march along the $i^{\text{th}}$ dimension and repeatedly use the most recently updated $j-k$ patch to update the patch beneath it. This is referred to as wavefront blocking \cite{3, 7, 32}. The following code snippet shows an example of fusing $f$ iterations on a patch $[j0, j1] \times [0, N_k]$ with a stencil of unit radius ($r_s = 1$). For simplicity, we omit the inputs, outputs, and boundary conditions.

```c
for (int i=0; i<Nj; ++i) 
  for (int tt=0; tt<Nt; ++tt) 
    for (int j=j0-p; j<=j1+p; ++j) 
      for (int k=0; k<Nk; ++k) 
        compute(t+tt, i-1, j, k)
```

As shown by lines 3-7, immediately after the $i$th patch is computed at iteration $t$, it is used to advance the $(i-1)^{\text{th}}$ patch at the next iteration, $t+1$. This procedure is repeated until the $(i-f)^{\text{th}}$ patch of $[j0, j1] \times [0, N_k]$ is updated at iteration $t+f$. To fuse the $f$ iterations, we need to start with a wider patch extended by $f-1$ cells on both sides of the $j^\text{th}$ dimension and drop one cell on each side per iteration (line 4). This is because the update of a cell uses one cell from the current iteration on both sides (assuming $r_s = 1$). Figure 3a illustrates this effect in time and space dimensions with four
iterations fused in the order of $\square \rightarrow \square \rightarrow \square \rightarrow \square \rightarrow \square$. We denote the trapezoid formed by the patch and the fused iterations as a time-space tile. The cells outside the tile’s own patch, i.e. cells outside the range $[j_0, j_1]$ in Figure 3a, overlap with cells in the neighboring tiles. This introduces data dependencies between tiles which prohibits parallel execution. There are two ways to break this dependency. The first is to let each tile update a copy of the dependent data in other tiles. This removes the dependencies at the cost of redundant computation in the overlapped area. The second is to maximize the number of concurrent tiles by designing special polyhedral shapes and arrangements of tiles. Trapezoidal tiling (TT) [5], [6], diamond tiling [7]–[10], and tessellating tiling [11], [12] follow this strategy.

$$
\begin{align*}
\text{(a) Time-Space Tile} & \quad \text{(b) OT Data Flow} \\
\text{(c) TT Time-Space} & \quad \text{(d) OT Time-Space}
\end{align*}
$$

Fig. 3: Data flow and time-space shape for Overlapped Tiling (OT) and Trapezoidal Tiling (TT).

Figure 3b illustrates the dataflow of OT. With OT, each thread has a local array to store the intermediate results of the fused iterations. The left, middle, and right stacks in Figure 3b represent the input, local, and output arrays respectively. Each row in the arrays represents a $j-k$ patch and rows of the same color have been updated with the same number of iterations. Given $r_s = 1$, it takes three patches to update a patch. The second patch in the input array is ready to be updated and it is stored in the local array (as shown by $\square \rightarrow \square$). Then, the iterations $\square \rightarrow \square \rightarrow \square$ are performed entirely in the local array and three patches are stored in each iteration. The final result $\square$ is written to the output array. If the local array fits in the cache, then ideally each patch in the input and output arrays are only transferred from/to DRAM once during the fused iterations, significantly reducing the DRAM traffic. Our implementation of OT only synchronizes the threads after the domain has been updated for $f$ iterations, differing from [3], [32], [48] where a barrier or a set of spin-locks are used for each $j-k$ plane. The size of the local array for a tile covering a $j-k$ patch $s_j \times s_k$ is calculated as $(s_j + 2h_o) \cdot (s_k + 2h_o) \cdot (2r_s + 1) \cdot (f - 1)$ where $f$ denotes the number of fused iterations and $h_o = (f - 1) \cdot r_s$ represents the thickness of the overlapped area. Note that the number of $j-k$ patches stored in cache increases linearly with $f$ and is proportional to the size of the stencils. The redundant computation can be estimated by the overall overlapped area as,

$$
((s_j + 2h_o)(s_k + 2h_o) - s_js_k) \cdot \frac{N_j}{s_j} \cdot \frac{N_k}{s_k} = N_jN_k(2h_o \frac{s_j + s_k}{s_js_k} + 4\frac{h_o^2}{s_js_k})
$$

(1)

where $N_j$ and $N_k$ are the size of $j$ and $k$ dimensions. Note that the overlapped area increases inversely with the size of the $j-k$ patch $s_j \times s_k$. From the above equations, the size of the local array to fit in L3 cache can be reduced by decreasing the tile sizes but at the expense of increasing redundant computation.

In TT, there are two types of tiles which are colored pink and orange in Figure 3c. Tiles of the same type can be executed in parallel. The upward tiles (pink) are identical to the time-space tile in Figure 3a. The downward trapeziums (orange) depend on the upward ones. TT sweeps the $j$th dimension twice, first only updating the upward trapeziums with $f$ iterations and then makes a second pass over the downward trapeziums to update the remaining iteration space. As a result, no redundant computation is introduced. The tiles can be distributed to threads using either static scheduling with synchronization after the execution of tiles of the same type [49] or dynamic tasking based on the tiles’ dependencies [17]. In this paper, we follow the latter using OpenMP tasks.

In comparison to OT, TT has the advantage of reducing the required cache quota by shrinking the tile sizes without introducing redundant computation. This is beneficial for large stencils and numerical schemes involving multiple variables. The disadvantage is that intermediate results are written to DRAM and the space updated by both trapeziums is fetched from DRAM twice. As a result, we expect OT to exhibit better performance for smaller stencils and lightweight numerical schemes due to less DRAM traffic while TT might perform better on larger stencils and systems with smaller caches.

b) Multiple Connected Iteration Spaces and DeepHalo:

The previously discussed tiling algorithms and state-of-the-art polyhedral auto parallelization tools and compilers such as Pluto [15], [16] and Pochoir [17] specialize at optimizing a single iteration space which corresponds to a single-block structured grid in CFD. The iteration space is typically composed of an outer loop for time and 3 nested inner loops for the 3 spatial dimensions. In real applications, the common case is multi-block structured grids composed of multiple connected iteration spaces.

```c
for (int t = 1; t < nIter; ++t) {
    for (int block = 1; block < nBlocks; ++block) {
        get_block_range(block, range);
        for (int i = range[0]; i < range[3]; ++i)
            for (int j = range[1]; j < range[4]; ++j)
                for (int k = range[2]; k < range[5]; ++k)
                    compute(block, i, j, k);
    }
    exchange_block_boundary(block);
}
```
The above code snippet demonstrates the nested loops for solving multi-block grids where each block forms a single iteration space at lines 4-6. Blocks can be connected and their boundaries’ data are exchanged by the function `exchange_block_boundary` at line 10. This exchange happens at every timestep and prevents state-of-the-art polyhedral techniques to directly tile the time and space loop together for each block.

We propose to first tile the outer temporal loop by $f$ so that each block has an iteration space composed of $f$ temporal iterations and 3 space dimensions. To fuse $f$ iterations on a grid cell, we need $f \cdot r_s$ halo cells on both sides in each dimension. So, we attach $f \cdot r_s$ halo layers to the blocks’ boundaries and the halos at the connected boundaries are exchanged with `exchange_block_boundary` once every $f$ iterations. As a result, we have broken down the multiple connected iteration spaces to multiple single iterations spaces, each of which can be optimized using OT or TT. We refer to the addition of adequate halo layers to fuse $f$ iterations as DeepHalo.

The scenario of multiple connected iteration spaces can be easily generalized to distributed memory systems by adding inter-node communication to function `exchange_block_boundary`. With DeepHalo, each process has to communicate up to 26 messages for a rectangular block, i.e. 6 for faces, 12 for edges, and 8 for corners regardless of the shape of the stencil. DeepHalo was originally proposed to reduce communication cost by reducing the rounds of communication and performance improvement has been reported in literature [30], [32]. However, the performance of DeepHalo is still network-specific on modern systems.

\textit{c) Overlap of Computation and Communication:} The overlap of communication and computation becomes possible in modern architectures that support RDMA where the Network Interface Card (NIC) takes over the communication without the involvement of the CPU. The network software underlying most MPI implementations already make use of this feature. However, as highlighted by several studies [33]–[36] merely using MPI’s non-blocking or RMA routines does not achieve overlap since the MPI standard does not guarantee the communication to make progress outside MPI function calls. In practice, there are two popular workarounds:

- \textit{DedicatedCore (DC).} Dedicate one core for communication while the other cores perform computation.
- \textit{RepeatedPoll (RP).} Repeatedly call functions such as `MPI_Test` during computation to urge the underlying network software to make progress on communication.

For flat MPI, it’s non-trivial to implement DedicatedCore and we refer readers to Casper [33], [38], [50]. In this paper, we only consider MPI + threads model for overlap.

The degree of overlap can be estimated using the effective overlap ratio, $\eta$ defined as follows:

$$\eta = \frac{t_{\text{comp}} + t_{\text{comm}} - t_{\text{ovlp}}}{\min(t_{\text{comp}}, t_{\text{comm}})}$$

where $t_{\text{comp}}$, $t_{\text{comm}}$, and $t_{\text{ovlp}}$ are the measured computation time, communication time, and the time for the overlapped computation and communication respectively. We are interested in understanding how much overlap is achievable in practice by DC and RP for a memory-bound computation. For this purpose, we benchmark both methods by exchanging a large message between 2 nodes using `MPI_Isend/IREcv` while the cores are busy with a memory-bound computation $a[i] = w_0a[i] + w_1b[i] + w_2c[i]$. On both nodes, we start from a single thread and keep increasing the number of threads until the entire node is occupied. Each thread is assigned a fixed workload large enough to spill the L3 cache. The overall data volume increases with the number of threads and saturates the DRAM bandwidth. After saturation, the computation time starts to increase proportionally with the number of threads. With RP, `MPI_Test` is called periodically during computation to make progress on communication. With DC, one thread waits at `MPI_Wait` while the other threads split the total workload. So, DC has one less core participating in computation compared to RP where all cores are involved in computation.

![Fig. 4: Computation and communication overlap with DedicatedCore and RepeatedPoll on Bebop](image)

We benchmark the overlap on two clusters – Bebop and HPC3 – summarized in Table II with Omni-Path and InfiniBand networks. The results are presented in Figures 4 and 5 respectively. The leftmost stacked bar shows the time for communication and computation without overlap. The second bar represents RP and the third shows DC with its communication time (DC $t_{\text{comm}}$) highlighted on top of the non-overlapped computation (DC $t_{\text{comp}} - t_{\text{comm}}$). On Bebop, RP can achieve up to 40% of the ideal overlap. DC performs slightly better but still only attains half of its potential. As long as the communication time is shorter than computation, it is completely hidden. The lack of efficiency comes from using one less core for computation. Furthermore, the actual
In order to divide the computation evenly among threads, one update does not depend on the halo region. It is, however, an independent part. The classic decomposition is to divide to be decomposed into a communication dependent part and on the overlapped communication. Therefore, the domain has the communication performance. Bandwidth by applications running on CPUs can still affect Though NIC can fully support RDMA, the saturation of the network in addition to the application characteristics. The overlap highly depends on the software and hardware over non-overlapped communication. Contrasting the results of the two clusters, we conclude that the effectiveness of the overlap highly depends on the software and hardware of the network in addition to the application characteristics. Though NIC can fully support RDMA, the saturation of bandwidth by applications running on CPUs can still affect the communication performance.

To realize overlap irrespective of which method (DC or RP) is used, the computation must not have data dependence on the overlapped communication. Therefore, the domain has to be decomposed into a communication dependent part and an independent part. The classic decomposition is to divide the domain into an outer layer and an inner chunk whose update does not depend on the halo region. It is, however, challenging to compute the outer layer efficiently in parallel. In order to divide the computation evenly among threads, one must take into account the difference between the length of the contiguous data segment in the i, j, and k boundaries. Such division is highly non-trivial [27].

An alternate approach is to categorize the cache tiles based on their dependence on the halo region and overlap the communication with the halo-independent tiles. For OT and TT, the domain can be split only in the jth dimension. Therefore, one can partition the grid block in the jth dimension so only the tiles touching the j boundary depends on halos. The computation of the remaining tiles can then overlap with communication. This idea has been exploited to improve performance with diamond tiling in [45]. However, for multi-block grids, imposing a 1D partition is not feasible since blocks can be connected in any dimension.

We propose a pipelined algorithm to break the data dependence and achieve overlap. The idea is to cut the domain into chunks along the ith dimension. This way, each chunk’s computation has no dependence on the previously updated chunks’ halo layers and can be overlapped with the communication of the previous chunk. Figure 6 illustrates this idea using two processors, P0 and P1 whose domains are cut into multiple chunks. Each chunk has a rectangular shape and is suitable for temporal tiling with OT or TT. At stage l, chunk Ci is being updated (marked as cyan) while chunk C_{l-1} has already been updated (gray). So, the communication of C_{l-1}’s halo (pink) is overlapped with Ci’s computation. Similarly, in stage l + 1, C_{l+1}’s update overlaps with Ci’s communication and so on. Together with DeepHalo, we can achieve overlap on multiple connected iteration spaces without losing the performance gain from temporal tiling. Furthermore, Pencil does not impose any limitation on the global decomposition, i.e. communication can happen in any dimension.

On HPC3 with InfiniBand, RP’s performance starts to drop when the bandwidth becomes saturated, which is indicated by the increase of non-overlapped computation time. However, it still attains over 70% of the potential benefit from overlap. As the number of threads increases, the downside of using one less core for computation gradually vanishes and DC achieves similar performance and overlap as RP. Moreover, the actual communication time of DC only increases 16% over non-overlapped communication. Contrasting the results from the two clusters, we conclude that the effectiveness of the overlap highly depends on the software and hardware of the network in addition to the application characteristics. Though NIC can fully support RDMA, the saturation of bandwidth by applications running on CPUs can still affect the communication performance.

![Fig. 5: Computation and communication overlap with DedicatedCore and RepeatedPoll on HPC3.](image)

<table>
<thead>
<tr>
<th># Cores</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>20</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\eta_{RP})</td>
<td>0.98</td>
<td>0.99</td>
<td>0.78</td>
<td>0.74</td>
<td>0.72</td>
<td>0.74</td>
<td>0.75</td>
</tr>
<tr>
<td>(\eta_{DC})</td>
<td>-</td>
<td>-</td>
<td>0.19</td>
<td>0.57</td>
<td>0.69</td>
<td>0.75</td>
<td>0.76</td>
</tr>
</tbody>
</table>

![Fig. 6: Cut domain into chunks and pipeline communication and computation for overlap.](image)

III. Experimental Setup

In this section, we describe the case studies and platforms used for evaluating the single-node and distributed-memory performance.

A. Case study

To systematically evaluate our proposed algorithms, we choose 4 stencils across 6 numerical schemes whose characteristics are summarized in Table I. The stencils have different shapes (illustrated in Figure 1) and radius. The numerical schemes have various number of input/output variables, and
span a wide range of arithmetic intensity (AI) from 0.42 - 2.50. Here we calculate AI with and without non-temporal (NT) stores, which if supported by the compiler can bypass write-allocate and improve performance. Below, we outline the numerical schemes that give rise to the stencils test cases.

- **Weighted Jacobi for 3D Poisson equation.** The Poisson Equation 3 is typically used to solve for the pressure $p$ in incompressible flows with source function $b$ derived from the velocity field.

\[
\nabla^2 p = b
\]

Various stencils can be used depending on the order of accuracy. Here we consider the star stencils with radius 1 and 2, consisting of 7 and 13 points respectively in 3D, and the box stencils with 27 points. Equation 3 is solved with the weighted Jacobi methods, which is one of the standard smoothers for multigrid [51]. Jacobi methods are the most widely studied stencil computations in the space and temporal tiling body of research [2], [3], [5–12], [15–17], [52] for its simplicity, where the updated value is essentially a weighted average of the stencil cells’ values. However, practical numerical schemes in CFD can be considerably complex as in the following cases.

- **Upwind and WENO schemes for 3D advection.** Equation 4 simulates the convection phenomena in fluid dynamics, in which $\psi$ denotes a scalar propagated by the velocity field $\vec{u}$.

\[
\partial_t \psi + \vec{u} \cdot \nabla \psi = 0
\]

Here we consider the memory-bound 2nd order upwind and the 3rd order WENO schemes (which have higher flops per grid cell) [53] on a star stencil with radius 2. Both schemes use different cells in the stencil depending on the sign of the velocity. Such computation is typically implemented with a ternary operation, for instance in 1D,

\[
\phi_i = u_i > 0 \rightarrow f(u_{i-1}, u_i) :: f(u_i, u_{i+1})
\]

where $f(u_{i-1}, u_i)$ can be a simple expression (Upwind) or a complex inlined function (WENO3).

- **3D Burgers equation.** Equation 5 represents the conservative form of Burgers equation, which is solved in simulating incompressible flows ($\nabla \cdot \vec{u} = 0$).

\[
\partial_t \vec{u} + \nabla \cdot (\vec{u}\vec{u}) = \nu \nabla^2 \vec{u}
\]

The three components of velocity $\vec{u}$ (the 3 inputs) are discretized on grid cell’s face center using a staggered stencil. Figure 7 illustrates the staggered stencil in 2D for velocity $\vec{u}(u, v)$, where each square represents a grid cell with velocity components marked by arrows at the face centers. To update the $v$ component of velocity (brown arrow), not only are the surrounding $v$ components (blue arrows) required but also the adjacent $u$ components (green arrows) of velocity. Similar dependencies apply in 3D. Moreover, all the three components of velocity are both read from and written to DRAM during the update. As we show in Section IV-A, the coupled dependency between components and the large data volume is highly challenging for the tiling algorithms.

![Fig. 7: 2D Staggered.](image)

### B. Platforms and Architectures

We evaluate the performance of the stencils on two distributed memory machines – Bebop equipped with 653 Intel Xeon E5-2695v4 (Broadwell) nodes at the Argonne National Laboratory and HPC3 with 38 Intel Xeon 6248 (Gold) nodes at the University of California Irvine. The key parameters of these systems appear in Table II. We choose a domain size of 4803 per node on both systems for the experiments which is large enough for cache tiling to be effective but at the same time, not too large to overshadow the communication cost.

In our experiments, fusing more than 10 halos results in a performance drop. Therefore, in the results presented in the following section, we limit the number of fused iterations to not exceed 10 layers of halo (i.e. $f \cdot r_s \leq 10$) and the total number of iterations to 60 which is large enough to maintain a steady solve time per iteration.

### IV. Results and Discussion

In this section, we first present the single-node performance breakdown with spatial and temporal tiling and compare the performance of our hybrid decomposition against the state-of-the-art polyhedral tiling tool, Pluto[15], [16]. We also compare

<table>
<thead>
<tr>
<th>Test</th>
<th># Pts</th>
<th>Shape</th>
<th>$r_s$</th>
<th>Scheme</th>
<th>AI (NT)</th>
<th>AI (WJ)</th>
<th># Inputs</th>
<th># Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>WJ7</td>
<td>7</td>
<td>Star</td>
<td>1</td>
<td>Weighted Jacobi 7pt</td>
<td>0.42</td>
<td>0.31</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>WJ13</td>
<td>13</td>
<td>Star</td>
<td>2</td>
<td>Weighted Jacobi 13pt</td>
<td>0.67</td>
<td>0.5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>WJ27</td>
<td>27</td>
<td>Box</td>
<td>1</td>
<td>Weighted Jacobi 27pt</td>
<td>1.25</td>
<td>0.94</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Weno3</td>
<td>13</td>
<td>Star</td>
<td>2</td>
<td>3rd order WENO</td>
<td>1.96</td>
<td>1.64</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Upwind</td>
<td>13</td>
<td>Star</td>
<td>2</td>
<td>2nd order Upwind</td>
<td>0.85</td>
<td>0.71</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Burgers</td>
<td>24</td>
<td>Staggered</td>
<td>1</td>
<td>Central Difference</td>
<td>2.50</td>
<td>1.67</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

TABLE I: Stencils and Numerical Schemes.
the two temporal tiling algorithms – overlapped and trapezoidal tiling and present an analysis of scenarios where one outperforms the other. Then, we evaluate the performance and scalability of Pencil on two distributed memory clusters up to 128 nodes. Finally, we apply Pencil to multiple connected iteration spaces distributed on 32 nodes which represents practical CFD problems of interest with multi-block grids.

A. Single Node Performance - MPI/OpenMP

Fig. 8: Performance of spatial and temporal tiling with WJ7 on a single node.

Using the WJ7 stencil on Broadwell as an example, we describe how to choose the optimum combination of MPI processors and OpenMP threads. The MPI baseline (MPI0) decomposes each dimension of the grid evenly to reduce intra-node communication volume and achieve load balance. In our experiments, a decomposition of 4 x 3 x 3 in the $i$th, $j$th, and $k$th dimensions delivers the best baseline performance. Unlike MPI0, the OpenMP baseline (OMP0), splits the iteration space only in the $i$th dimension to ensure threads access contiguous data as discussed in Section II-B. As seen from Figure 8a, even though communication and buffer preparation (i.e. pack and unpack) take a considerable time, MPI0 still outperforms OMP0 by 30% on Broadwell. This is because OMP0 has a $j-k$ plane that is 9x larger than MPI0 and spills out of the cache. To remedy this, we add space tiling (denoted by $OMP_S$) in the $j$th dimension, which has no effect on MPI0 on Broadwell (therefore not shown in Figure 8a) but improves the OpenMP baseline by 1.6x. Note that the computation in MPI0 still takes less time than $OMP_S$. This is because of the competition for bandwidth (described in Section II-B) which can be validated by enclosing the computation in MPI0 with $MPI_{Barrier}$. This implementation denoted by $MPI_{Sync}$ leads to similar computation performance as $OMP_S$. Moreover, with space tiling, the measured arithmetic intensity (AI) in Table III matches our theoretical estimate in Table I with non-temporal stores except for Weno3 and Burgers. In the case of Burgers, the compiler fails to generate NT stores for the large loop writing three variables. On the other hand, the flops of Weno3 depend on compiler optimizations of ternary operators (Section III) and it is challenging to match the theoretical estimates which further underscores the complexity of these two stencil case studies.

On Gold, we observe a similar behavior. $OMP_S$ outperforms $MPI_S$ and the measured AI matches the estimate without NT stores except for Weno3. The GCC compiler does not generate NT instructions and results in write-allocate when writing to DRAM, which lowers the theoretical AI. Nonetheless, GCC executes all the possible paths in ternary operator and masks the values not used, which leads to higher AI for Weno3. Our experiments thus far establish that contrary to popular wisdom, OpenMP outperforms MPI on a single node only if space tiling is applied.

Now we add temporal cache tiling to both flat MPI and OpenMP. It is best to have a small $j-k$ area so that more planes can reside in cache while performing the wavefront blocking in the $i$th dimension. For MPI with temporal tiling, the optimal decomposition turns out to be 1 x 6 x 6 for the $i$th, $j$th, and $k$th dimensions, which also minimizes the communication volume. Each MPI rank applies either overlapped tiling (OT) or trapezoidal tiling (TT) on its local domain.

In Figure 8a, $MPI_T$ presents the best performance obtained when combining MPI with either OT or TT. Although $MPI_T$ achieves 2x speedup over $OMP_S$, we observe that the packing and unpacking of halo in flat MPI can take longer than the communication time. Copying the halo attached to the $k$ boundaries ($i-j$ planes) is particularly expensive due to the short length of the contiguous data segment. We work around this issue by merging the packing and unpacking of the $k$ boundaries into the computation as demonstrated by the following code snippet:

```c
for (int i=iBegin; i<iEnd; ++i) {
    for (int j=jBegin; j<jEnd; ++j) {
        unpack_k_halo(i, j);
        for (int k=kBegin; k<kEnd; ++k)
            // computation
            pack_k_halo(i, j);
}
```

Now, the $k$ halo’s data is used immediately after it is loaded into cache and written to the buffer while still in cache. This optimization denoted by $MPI_T+$ further improves $MPI_T$ by 17% on Broadwell.
For temporal tiling implemented with OpenMP, we let OT and TT decompose the iteration space in the \( j^{th} \) dimension and leave the \( k^{th} \) dimension unsplit for prefetching and SIMD. In Figure 8a, \( O_{MP,T} \) represents the best performance obtained with OpenMP and temporal tiling. Despite the similar overall performance between MPI_T+ and OMP_T, MPI_T+ still computes 18% faster than OMP_T. The reason lies in the shape of the \( j - k \) plane. Each process in MPI_T+ has a \( j - k \) patch of size 80 \times 80 and threads in OMP_T have a patch of size 13 \times 480 (or 14 \times 480). In OT, if 6 iterations are fused, then the \( j - k \) patch including the overlapped area in OMP_T (25 \times 492) becomes 1.5x larger than MPI_T+ (92 \times 92). Therefore, OMP_T fits less \( j - k \) planes in L3 cache compared to MPI_T+. A similar analysis also applies to TT.

To combine the advantages of MPI and OpenMP, we first decompose the iteration space in the \( k^{th} \) dimension among MPI ranks and then perform temporal tiling within each rank using OpenMP threads. The cache tiles split the \( j^{th} \) dimension and perform wavefront blocking in the \( i^{th} \) dimension. This combines MPI’s advantage of a small \( j - k \) area and only introduces limited intra-node communications by using OpenMP to compute cache tiles. In our experiments, using 2 MPI ranks with 1 rank per socket is sufficient to emulate the computation performance of MPI_T with minimal intra-node communication. The hybrid algorithm denoted as \( MP_{IOMP,T} \) achieves the best performance not only for WJ7 in Figure 8a but across all the stencils. Across the broad, \( MP_{IOMP,T} \) achieves 15% - 34% speedup over the best case between MPI_T+ and OMP_T on Broadwell and up to 35% on Gold.

**Comparison with the state-of-the-art: Pluto.** We now compare our hybrid algorithm with the polyhedral tiling tool Pluto [15], [16], which generates codes using diamond tiling. Following the guidelines in [10], we set a large tile size for the \( k^{th} \) dimension and perform an exhaustive search for the optimal tile sizes of the other dimensions. Table III summarizes the performance comparison across the different stencil case studies. On Broadwell, our hybrid algorithm achieves similar performance compared to Pluto for weighted Jacobi schemes WJ7 and WJ13 but suffers a 9% slow-down for WJ27. The sub-optimal behavior for WJ27 needs further investigation. However, we observe a significant speedup of 1.92\( \times \) and 1.49\( \times \) for more complex schemes such as Upwind and WENO3 respectively. As for Burgers, its coupled dependencies between the three velocity components result in a huge linear programming system with \( O(10^3) \sim O(10^4) \) constraints. Pluto fails to generate diamond tiles in this case and downgrades to a tiling that requires a pipelined start, leading to performance even below the baseline. On Gold, our hybrid algorithm outperforms Pluto by 1.08 \( \sim 1.74 \times \) on all tests except for Burgers where Pluto fails like on Broadwell.

Note that the temporal tiling algorithm must be evaluated on top of space tiling rather than the baseline. If a significant speedup is not observed with temporal tiling, then space tiling might be favorable for fewer code modifications. As shown in Table III, Pluto’s temporal tiling for Upwind and WENO3 are not effective since their performance are emulated by space tiling alone on both Broadwell and Gold systems. The hybrid algorithm on the other hand outperforms space tiling by 1.47 – 2.83\( \times \) on Broadwell and 1.09 – 3.29\( \times \) on Gold. Overall, it achieves 1.47 – 4.76\( \times \) speedup over the baseline with OpenMP.

**B. Single Node Performance - OT/TT**

Figure 9 compares the two temporal tiling algorithms (OT and TT) on WJ13 and Upwind schemes using the metric billion cells updated per second (GCells). Both schemes use the same star stencil with \( r_s = 2 \) but exhibits different performance behavior with OT and TT. Each curve shows tiling with a fixed tile size. For OT, we limit one tile per thread to reduce redundant computation. For TT, we find 2 \( nt - 1 \) is an optimal number of tiles in our experiments where \( nt \) is the number of threads. This generates enough independent tiles for each thread to start computation concurrently but not too many to increase DRAM traffic discussed in Section II-C.

Column \( MP_{IOMP,T} \) in Table III lists the parameter configuration that results in the best performance with hybrid MPI+OpenMP. If OT and TT achieve performance within an 8% difference, both configurations are listed with the first being the faster one. On Broadwell, for stencils with similar performance, OT reaches its peak with a smaller number of fused iterations, \( f \), as seen from Figure 9a for the WJ13 stencil. This is because, for small \( f \), OT’s local array still fits in the L3 cache and results in less DRAM traffic than TT. As shown in Figure 9b, at \( f = 3 \), OT’s reading and writing volumes is only 34% and 70% of TT. As \( f \) increases, OT
TABLE III: Summary of single-node performance of the stencils in Table I on the two systems in Table II. AI denotes the arithmetic intensity; MPIOMP_T lists the temporal tiling algorithm (first entry) and number of fused iterations (second entry) that achieves the best performance with our hybrid algorithm; The three columns to its right present the speedup of our hybrid algorithm with temporal tiling over the OpenMP baseline, OpenMP with space tiling, and Pluto respectively.

<table>
<thead>
<tr>
<th>Test</th>
<th>Broadwell</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AI</td>
<td>MPIOMP_T vs OMP0</td>
</tr>
<tr>
<td>WJ7</td>
<td>0.42</td>
<td>4.63×</td>
</tr>
<tr>
<td>WJ13</td>
<td>0.69</td>
<td>3.46×</td>
</tr>
<tr>
<td>WJ27</td>
<td>1.28</td>
<td>2.68×</td>
</tr>
<tr>
<td>Upwind</td>
<td>0.87</td>
<td>2.86×</td>
</tr>
<tr>
<td>Weno3</td>
<td>1.71</td>
<td>2.06×</td>
</tr>
<tr>
<td>Burgers</td>
<td>1.63</td>
<td>2.42×</td>
</tr>
</tbody>
</table>

introduces too much redundant computation and the local array starts to spill from the L3 cache, which cause the performance to drop drastically. TT has the advantage of using small tiles without introducing redundant computation (Section II-C) which allows us to start with twice as many tiles as OT. At any time, each thread executes a tile using half the cache as overlapped tiles in OT. Therefore TT supports more fused iterations without spilling out of the L3 cache.

Figure 9c compares OT and TT on Upwind which has the same stencil radius as WJ13 but loads 3 additional variables from DRAM. Since it is desirable to keep more data in the L3 cache, TT outperforms OT for its lower cache requirement. Using smaller tiles improves OT’s performance as shown by the black squares in Figure 9c. Nonetheless, it does not reach TT’s peak performance because it introduces additional redundant computation.

To summarize, OT can achieve similar or better performance as TT for highly memory-bound stencils such as WJ7 and WJ13 with fewer fused iterations since it results in less DRAM traffic. This can lead to less DeepHalo layers in distributed computing which may result in less communication cost. TT outperforms OT for less memory-bound numerical schemes like WJ27 or schemes loading multiple variables, except for Burgers in our experiments. Burgers is a special case because three components of velocity $\vec{u}$ need to be written to DRAM which highlights OT’s advantage at reducing writing volume.

The L3 cache in Gold is only about half that of Broadwell which makes it challenging for OT. As expected, TT outruns OT in most cases including highly memory-bound stencils such as WJ13 as shown in Figure 9d, and achieves similar performance for Burgers.

C. Communication with DeepHalo and Pipelined Overlap

We compare Pencil over flat MPI and MPI+OpenMP Funneled on 128 nodes of Bebop and 32 nodes of HPC3. Each node is assigned a block of size $480^3$ and each block is connected to 6 other blocks by face. For MPI+OpenMP Funneled, we assign one process per node and bind each thread to a core. For flat MPI, the block is further divided evenly among the processors. We apply space tiling to both. For the hybrid temporal tiling, we map one MPI rank per socket with one OpenMP thread per core.

Table IV presents the measured effective overlap ratio, $\eta$, and speedups over flat MPI and MPI+OpenMP Funneled for the 6 case studies. We observe that the optimal choice of temporal tiling algorithm (OT vs TT) and the number of fused iterations ($f$) align closely with the single-node results for all 6 numerical schemes on the 4 stencils. Across both clusters, our pipelined algorithm achieves 50% - 90% of the potential benefit from overlapping the computation and communication leading to a speedup of up to $1.48\times$ over the non-overlapped case. Note that RP’s overlap ratio is 8-34% higher than DC among the different stencils on the InfiniBand cluster whereas lower or comparable to DC for most numerical schemes on the Omni-Path cluster. This confirms again the performance of RepeatedPoll highly depends on the software stack of the network. Compared to our baseline with space tiling, the overlapped algorithm improves the performance by $1.39 - 2.77\times$ on Bebop and up to $3.36\times$ on HPC3, which validates the effectiveness of Pencil on distributed systems.

D. Weak and Strong Scalability

To evaluate the weak and strong scalability of Pencil, we choose Bebop since it has a larger number of nodes. For weak scalability, we maintain the same block sizes and connections per node as in Section IV-C. Pencil exhibits excellent weak scalability up to 128 nodes or 4608 cores across the board for all 6 case studies including Upwind, WENO3, and Burgers as shown in Figure 10a.

The strong scalability results are reported in Figure 10b. We test all the numerical schemes on a grid of size $1920 \times 1920 \times 960$. The grid is partitioned evenly into as many blocks as the number of nodes in all the scaling tests from 16 to 128 nodes. Periodic conditions are set on the grid’s boundaries so that each node exchanges halos on all the 6 faces of its block. Therefore, both the computation workload (proportional to the size of the block) and the communication volume (proportional to the surface area of a block) is balanced in all the tests.

Pencil exhibits near-linear scaling across all the 6 numerical schemes on 4 different stencils. However, the scaling of the non-overlapped temporal tiling algorithm is less efficient because the communication does not scale linearly with the number of nodes. This phenomena is highlighted in Figure 10c.
TABLE IV: Summary of the performance of six stencils in Table I on 128 nodes of Bebop and 32 nodes of HPC3 summarized in Table II. MPIOMP T lists the temporal tiling algorithm (first entry) and the number of iterations fused (second entry) that delivers the best performance with Pencil; ηRP and ηDC are the measured overlap ratios for RepeatedPoll and DedicatedCore; "vs non-ovlp" is the speedup of the best of RP and DC over the same tiling algorithm without overlap. "vs baseline" is the speedup of the best of RP and DC over the best of flat MPI and MPI+OpenMP Funneled with space tiling.

<table>
<thead>
<tr>
<th>Test</th>
<th>Broadwell</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPIOMP T</td>
<td>ηRP</td>
</tr>
<tr>
<td>WJ7</td>
<td>OT 5</td>
<td>0.72</td>
</tr>
<tr>
<td>WJ13</td>
<td>OT 3</td>
<td>0.69</td>
</tr>
<tr>
<td>WJ27</td>
<td>TT 8</td>
<td>0.73</td>
</tr>
<tr>
<td>Upwind</td>
<td>TT 4</td>
<td>0.69</td>
</tr>
<tr>
<td>Weno3</td>
<td>TT 3</td>
<td>0.69</td>
</tr>
<tr>
<td>Burgers</td>
<td>OT 2</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Fig. 10: Weak and strong scalability of Pencil up to 128 nodes (or 4608 cores) of Bebop. In the largest simulation for weak scaling, there are 14 billion grid cells. The strong scaling is on a grid of size $1920 \times 1920 \times 960$.

When solving the 3D Burgers equation without overlap, the portion of communication in the overall solve time increases from 20% to 37% as the number of nodes increases from 16 to 128. Therefore, the poorer scalability of communication seen in Figure 10c has a negative effect on the performance at larger node counts. Pencil effectively hides the communication penalty and exhibits improved strong scaling compared to the non-overlapped case.

E. Multiple Connected Iteration Space

To apply Pencil to multiple connected iteration spaces, we need to attach DeepHalo to the boundaries that connect two blocks and communicate halos of that boundary if the connected blocks reside on different nodes. The hybrid tiling and the pipelined overlap algorithm do not require any change. To demonstrate this capability, we apply it to a multi-block grid illustrated in Figure 11a where 5 small blocks are connected to 5 different boundaries of a large block. This geometry emulates a multi-exit pipe transition in engineering.

TABLE V: Summary of performance on the multi-block mesh. Optimal knobs list the overlap method (first entry), temporal tiling algorithm (second entry), and the number of fused iterations (third entry) that achieve the best performance.

<table>
<thead>
<tr>
<th>Stencils</th>
<th>Optimal knobs</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>WJ7</td>
<td>DC OT 5</td>
<td>3.41x</td>
</tr>
<tr>
<td>WJ13</td>
<td>DC OT 3</td>
<td>2.46x</td>
</tr>
<tr>
<td>WJ27</td>
<td>DC TT 6</td>
<td>2.30x</td>
</tr>
<tr>
<td>Upwind</td>
<td>RP TT 4; DC TT 3</td>
<td>1.55x</td>
</tr>
<tr>
<td>Weno3</td>
<td>RP TT 3; DC TT 3</td>
<td>1.33x</td>
</tr>
<tr>
<td>Burgers</td>
<td>DC OT 2; RP OT 2</td>
<td>2.20x</td>
</tr>
</tbody>
</table>

The grid blocks are partitioned to 32 sub-blocks of size $480^3$.
and assigned to 32 nodes. Physical boundary conditions are set at all the external faces and communication only occurs at the connection between sub-blocks. Table V presents the performance results of the 6 test cases on the multi-block mesh on 32-nodes of Bebop. We achieve 1.33-3.41 × speedup over MPI+OpenMP Funneled with space tiling.

V. RELATED WORK

The term pipelined stencil or stencil pipelines has taken different definitions in various studies aimed at vastly different tasks. In image processing, stencil pipeline refers to multiple stencil computation stages. Different stages can have completely different stencils and grids in contrast to CFD applications where fixed stencils are used on one grid over several temporal iterations. Domain Specific Languages (DSLs) and compilers such as PolyMage[18] and Halide[19] embed cache tiling to optimize the stencil pipelines but are still far from delivering performance that are on-par with hand-tuned codes for real CFD applications[54]. For stencil studies on FPGA or other custom architectures[55], the stencil update is first explicitly broken down into tasks of memory load, store, and arithmetic operations. These tasks are then pipelined among multiple processing elements to enable parallel execution[55]-[61]. The pipelined approach in Pencil applies exclusively to overlap communication and computation in distributed systems and thereby, differs from prior works.

The most related pipelined algorithm to Pencil is[62], [63] where a pipelined execution is employed to overlap communication and computation among processors. Pencil’s key distinction is that the pipelining happens within each process. Moreover, prior work assumes that the data dependence between sub-blocks is only one-way, i.e. a block only sends halo to its target block but does not receive any halo back. This assumption, in general, does not apply to CFD applications such as the Equations 3, 4, and 5 solved in this study. Pencil demonstrates a 1.33-3.41 × speedup over MPI+OpenMP Funneled on both clusters considered in this study. Pencil decouples the multiple connected iteration spaces with DeepHalo and performs temporal tiling on the individual iteration spaces. Moreover, it exhibits excellent weak and strong scaling up to 128 nodes for all 6 case studies. Applied to a multi-block grid with 6 connected blocks, Pencil demonstrates a 1.33-3.41 × speedup over MPI+OpenMP Funneled with space tiling. Looking forward, we anticipate this study will open new research directions into incorporating Pencil in auto-parallelizing tools and compilers.

VI. CONCLUSIONS

We propose Pencil, a novel algorithm to extend temporal tiling to multiple connected iteration spaces for distributed stencil computation. Through an in-depth analysis of single-node performance, we demonstrate how to combine MPI and OpenMP to obtain the best performance of temporal tiling. We evaluate Pencil on 4 different stencils across 6 numerical schemes with arithmetic intensity from 0.4 to 2.5, including practical and complex schemes like WENO3 and Burgers on a staggered grid. Pencil’s hybrid tiling outperforms the start-of-the-art tool based on the polyhedral model, Pluto[15], [16] on a single node by up to 1.9 ×.

On distributed systems, Pencil achieves overlap by pipelining the computation and communication along the least rapidly changing dimension and significantly outperforms flat MPI and MPI + OpenMPFunneled on both clusters considered in this study. Pencil decouples the multiple connected iteration spaces with DeepHalo and performs temporal tiling on the individual iteration spaces. Moreover, it exhibits excellent weak and strong scaling up to 128 nodes for all 6 case studies. Applied to a multi-block grid with 6 connected blocks, Pencil demonstrates a 1.33-3.41 × speedup over MPI+OpenMP Funneled with space tiling. Looking forward, we anticipate this study will open new research directions into incorporating Pencil in auto-parallelizing tools and compilers.
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